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# 1.Introduction

生成式人工智能(GAI)的出现为社会科学带来了前所未有的可能性和挑战，目前的生成式人工智能作为以AGI为最终目标的智能目前能够带给我们什么，如何更好将GAI应用于不同的社会科学领域如何应对GAI因应用不当和其难以定义的社会身份而带来的问题。

最近生成式人工智能领域取得的重大进展，例如Openai旗下的GPT-4[1]，这些GAI的出现为社会科学带来的许多可能性，例如在社会学中的多agents社会模拟[15]，在传播学中实现虚假信息的识别[56],在经济学中进行在不同环境中的政策模拟[74]等。对于生成式人工智能，我们应视其为一种工具，在劳动力方面，GAI可能会在未来取代一些基础的工作，但在GAI的竞争压力下生产力的质量也会提升，GAI不会取代人类，未来是人机交互共存的时代。

现有的研究缺乏对人工智能与社会科学多学科交叉的详细研究，本篇的出现可以弥补交叉学科研究的缺漏、本篇以“让GAI成为更好的工具”观点出发，对GAI进行了基于人机交互的身份分类，分别为：作为最根本的生产力、作为助手协助人类进行生产、模拟特定个体或群体进行对话和模拟环境进行实验，分类并非完全分离的三部分，这三种分类是一种递进的关系，分类旨在让人们对GAI在社会中的身份有着更明确的认知，为了实现更好的人机交互模式，我们必须明确GAI对于人类的交互身份，只有确定了GAI的交互身份，我们才能最大限度的避免智能涌现后出现的人际关系混乱的问题，也可以避免许多由于人机关系模糊不清而产生的伦理道德问题。

本文着眼于将生成式人工智能与社会科学中的学科进行交叉学科研究，研究内容包括生成式人工智能在学科层面的应用以及基于学科层面的风险探讨，我们秉持着让GAI成为更好的工具的观念进行了下列研究，第三部分为针对目前大模型能力信息的研究、对比和整合，第四部分为基于社会科学学科层面的应用及风险探讨，这一部分不仅包括基础的学科交叉应用，还包括前沿的研究成果以及未来的研究前景，第五部分为针对生成式人工智能所带来的风险的研究，我们将风险分为模型问题（Model problem）和治理问题（Governance problem），对已经出现的问题和未来可能出现的问题展开了研究，为未来的研究者提供风险指南和解决方向。

# 2.Backgroud

生成式人工智能的出现对社会产生了极大的影响，这些方面包括但不限于教育、医疗、经济等领域。要想了解生成式人工智能作为一种新兴技术如何影响我们的生活，我们首先要考虑到技术和社会之间的关系，技术的定义在不同的时期都有着不同的定义，Rudi Volti在其撰写的书中提到对技术的定义：“A system created by humans that uses knowledge and organization to produce objects and techniques for the attainment of specific goals”[2]这个定义很好的阐释了技术与人之间的关系，技术是应人的需求而产生的，技术应着人的技术热情（technologi - cal enthusiasm）和应用需求而产生，技术的发展又会影响着人们的动力水平、工作方式、思维模式[3]。人们对自动化追求和对类人智能体的好奇心驱使了当今的人工智能热潮的产生，生成式人工智能作为一种技术工具， 通过自然语言处理（NLP）和深度学习，GAI可以进行复杂的数据分析、语言理解和生成任务，这些能力在社科中的研究有着巨大的潜力，这些能力使得社科中的许多领域有了进行更多种类、更高效率研究的可能。

# 3.Method

过去所存在的研究大部分为针对单一社科学科与人工智能的交叉研究，本文对社科与人工智能交叉的主要方面都进行了研究和探讨，不仅如此，为了更好的阐述GAI在社会科学中的应用关系和人机关系，我们提出了三个问题：

RQ1.生成式人工智能的出现对社会科学产生了什么影响？

RQ2.如何针对生成式人工智能和人构建更好的人机关系？

RQ3.生成式人工智能的出现带来了哪些短期内会产生问题以及哪些长期发展可能会显现的风险？

我们使用了一种全新的分类研究方式，我们构建了基于GAI应用于社会科学中的身份和人机关系的分类，由于GAI的人机交互性，分类并非完全割裂，而是一种递进的分类形式。

## 3.1．GAI Classification Based on Social Identities

### 3.1.1作为最根本的生产力工具

GAI作为最根本的生产力工具的应用方面包括基础的数据分析、信息处理、文本输出、模态转化、部分工作的自动化等方面。

### 3.1.2作为助手协助人类进行生产

GAI作为助手协助人类进行生产的应用方面包括通过人机交互实现生产率的提升、进行信息处理为决策和预测的进行提供数据支持、作为网络集成入口成为新型访问媒介、辅助进行Deepfake内容的识别等方面。

### 3.1.3模拟特定个体、群体进行对话或模拟环境进行实验

GAI模拟特定个体、群体进行对话或模拟环境进行实验的应用方面包括：模拟个体思维、模拟个体之间的交互、模拟群体社交行为、模拟难以调查的人群、模拟情感、虚拟现实实验、模拟经济或政治决策场景等方面。

# 4. Discussion of applications and risks from a disciplinary perspective

## 4.1 生成式人工智能与社会学

生成式人工智能拥有强大的多模态信息理解与生成能力，自其进入大众视野以来已经对社会各领域带来了巨大影响。作为最根本生产力的人工智能已进入各行业进行基本生产工作，极大改变了劳资关系与对劳动者的需求，带来了一系列社会影响；在社会学研究的领域，生成式人工智能同样具有极大的潜力，研究者们将其应用在计算社会学，研究方法设计和社会情景与人际关系模拟等方面，帮助研究者们更好地模拟和理解人类在社会环境中的行为与决策过程，让我们能借助这一新技术更深入，更全面地了解人类社会，提出社会问题解决方案。但社会学学者在接近这一新技术的同时也应保持谨慎，生成式人工智能在社会学的应用中也可能带来问题和风险，如用户的隐私问题，偏见内容与刻板印象问题，生成低质量内容甚至产生“幻觉”等问题以及许多还未发现的潜在风险，在应用新工具之前我们需要清晰且全面地认识这些问题并保持谨慎的态度，使人工智能更安全，更有效地应用于社会学与人类社会。

### 4.1.1 生成式人工智能作为最根本的生产力工具

生成式人工智能基于本分类在社会学领域的应用包括：基于生成式人工智能对文本的理解能力进行的社会学文本分析与定性研究的数据处理，设计研究方法等。

（1）社会学文本内容分析：大语言模型（LLMs）类的生成式人工智能无需训练数据就能顺利完成许多社会学文本处理任务，例如情感分析、主题建模和文本分类等。Hayes认为生成式人工智能让研究者实现与数据的动态交互，他使用了open-ai的GPT-4分析了十个半结构化的采访记录，通过提示让模型识别并给出了共同的主题，且提取出了文本中的理论洞见和框架[4]。Wu等人将美国第116届国会的参议员随机配对后传递给GPT-3，提示其根据他们此前的政治发言判断他们中哪一个更自由，哪一个更保守，其结果与主流研究方法DW-Nominate得到的结果相似[5]。

（2）作为定性研究的数据处理工具：生成式人工智能最为直接地影响了计算社会学领域[6];Nelson等人认为，LLMs与更传统的计算相比，对于定性分析更加有利。现有的计算社会学研究方法在处理相对较大的语料库时，往往通过“预处理”提取出主要语义信息，但同时也会丢失一部分有价值的语境和词性信息。但像现场笔记和访谈记录这样的定性数据往往有着多个组成部分，失去语境和词性信息是无法接受的。由于生成式人工智能将语言以更一般的形式表现，拥有更大的灵活性，因此可以无需预处理，直接分析这些复杂的，多方面的文本，避免使用传统计算技术时容易丢失的细微差别[7]。

（3）社会学研究方法设计：在社会学研究中，研究方法设计的好坏往往决定了是否能较好地收集到研究者所需的数据。生成式人工智能目前已经在量表开发，问卷设计等方面被广泛应用。Götz等人使用基于GPT-2的生成语言模型PIG对新的，未经研究的结构（衡量爱好旅游的程度）和已建立的结构（人格特质测量）两个方面进行量表设计，并验证了自动生成的量表在野外测试时表现效果与现有的评估黄金标准一样好[8]。

### 4.1.2 生成式人工智能作为助手协助人类进行生产

生成式人工智能基于本分类在社会学领域的应用包括：通过实时建议改善对话，协助人类进行社会学相关数据标注以及辅助进行更广泛意义上的劳动等。

（1）利用生成式人工智能对文本的即时响应，Argyle, Bail等人开发了一个人工智能聊天助手，在有关分裂的在线政治对话场景中进行实时的，基于证据的建议。这样的干预措施能改善对话的基调而不会改变对话内容或侵犯对话者的政治立场，从而达到减少社会冲突，促进民主互惠的社会目的[9]。

（2）在机器学习领域的众多算法系统都需要人工标注的数据进行启动，这些数据标注者组成了一个新兴的工人群体，同时也带来了如劳资关系这样的社会问题[10]。而生成式人工智能进入大众视野后，Gilardi、Alizadeh 和 Kubli等人发现大语言模型可以提升数据标注效率，比众包数据标注者更好地完成特定工作（零样本准确率高出25个百分点），且成本比众包工作者便宜三十倍，具有大幅提升计算社会学中数据标注效率和解决众包工作者带来的社会问题的潜力[11]。但Ziems等人发现生成式人工智能不是完美的，它同样有着容易误解指令和犯错误的问题，因此他们建议将节省的资金用来培训专家注释者，采用人工智能与专家注释者结合的模式，提高数据标注的质量[12]。

（3）从现有研究来看，生成式人工智能在更为一般意义上的劳动也具有很大潜力。现有的大语言模型在文书工作上以及能很好地协助人类，具有具身性的生成式人工智能在体力劳动上也能很好地提供辅助。Barbara等人认为，人工智能能够替代工人执行常规的、可编码的任务，人工智能与人类劳动之间存在互补性，它们并不会代替人类劳动，而会让人类更集中精力于创造性工作[13]。

### 4.1.3 生成式人工智能模拟特定个体、群体进行对话或模拟环境进行实验

生成式人工智能基于本分类在心理学领域的应用包括：模拟人类个体思维，模拟群体社交行为，模拟难以调查的人群

（1）生成式人工智能拥有模拟人类个体思维方式的能力。Argyle,Busby等人为GPT-3提供“背景故事”，要求其表现得像一个强大的民主党人，并用“无知”，“种族主义者”，“厌女症患者”，“恐同”等提示词赋予生成式人工智能更明确的习惯进行模拟选举研究[9]而Anton等人将大语言模型接入了游戏《外交风云》，这类战略游戏与围棋等不同，人工智能无法纯粹通过自我游戏来学习迭代，而是需要有意识地与人类交流来理解其他参与者的动机和观点，并通过自然语言协商完成复杂推理，人工智能在其中进行强化学习，增强自然语言处理与表达能力，从而更好地完成人类个体模拟[14]。

（2）接入多个生成式人工智能进行群体社交行为模拟同样可行。Joon.S.P等人在一个虚拟沙盒小镇环境中接入了25个生成式人工智能代理，赋予每个个体不同特征与个性，让它们在环境中相互交互。最终这些代理不仅能完成日常生活模拟，还表现出了群体特性（如组织选举活动，派对等）[15]。

（3）生成式人工智能在模拟一些生活中具有危险性或可能会给人类参与者带来潜在创伤的研究时格外具有优势（如对极端恐怖主义分子和网络性骚扰者的研究）。Igor等人认为，这样的主题可能会给人类参与者带来困扰，因此通过生成式人工智能来模拟是一种妥协的解决方式，通过这样的方式能够得到原本难以得到的信息，为防止此类行为的社会干预提供帮助[16]。

### 4.1.4 生成式人工智能在社会学中可能带来的问题和风险

（1）隐私问题：现有的生成式人工智能通常会在与人类的交互中进一步训练模型，我们在将数据输入到像ChatGPT这样的生成式人工智能中时，也就意味着将数据与第三方共享了。Spirling等人认为这会带来隐私问题，一些处理敏感性数据的学者应该明确认识到这些泄露隐私的风险，谨慎将敏感数据输入商业性非开源的生成式人工智能，否则可能会被模型以某种形式保留并输出[17]。

（2）偏见问题：Bianchi等人认为生成式人工智能是使用大量未经审查的人类创造的数据进行训练的，因此会带有原始数据中存在的偏见与刻板印象[18]例如美国对非裔社区内的犯罪报道更为频繁导致数据库内这类人的犯罪数据占比更高，因而使生成式人工智能在犯罪预测上对非裔群体产生了偏见[19]。

（3）内容质量问题：目前的生成式人工智能并非基于形式逻辑或真值生成内容的，而是基于大量文本预测下一个最大概率出现的单词或单词序列，这就引发了人工智能生成内容可靠性的问题。Bender等人发现同一模型即使在大多数情况下输出符合事实的正确内容，也有可能产生虚构的误导性信息，这些研究人员将这些模型以自信的方式提供不准确的内容的行为称为“幻觉”，并认为目前的人工智能不适宜进行严肃性任务[20]。

## 4.2生成式人工智能与心理学

生成式人工智能能和心理学的关系可以说是相辅相成，人工智能本质就是模拟或实现类人的智能，但如何将人脑的工作方式进行抽象并运用到人工智能上是目前的一大挑战。联结学派被人脑神经系统启发而设计的深度学习神经网络已经在计算机科学、机器学习和人工智能领域中取得了显著的成功，但人工神经网络本质上与人脑神经系统还是有着很大的差别：比如人脑的编码方式是基于“01”出现的频率进行编码并且人脑神经元有着许多种类和功能但人工神经网络没有，并且人工神经网络还会使用不会在人脑中出现的反向传播来进行训练。目前人工智能在处理大量数据、自动化分类、模拟情感和环境、预测洞察等方面的强大能力对心理学的研究和应用起着极大的作用。但随着人工智能在智能层面的进步，关于人工智能作为工具的伦理问题也备受关注[22]，同时在应用层面，对于人工智能判断准确度也需要接受一定的考验[35]，关于人工智能在心理学应用中的情绪和病症识别方面是否会侵犯他人隐私的问题也需要我们进行协调和深入思考。在人工领域的对齐领域，未来的心理学研究也应该反向应用于生成式人工智能进而提高人机对齐程度，进而使得人工智能更高效更准确更安全的服务于人。

### 4.2.1生成式人工智能作为最根本的生产力工具

生成式人工智能基于本分类在心理学领域的应用包括：基于人工智能算法的分类和心智测量等

生成式人工智能的强大理解能力为研究者通过文字，图像判断其背后发布者的心理状态提供了可能性。

(1) 心理疾病的判断：早期有Moin Nadeem等人构建了2.5M条推文语料库并通过文本分类的方式对抑郁症进行判断，实验结果表示其准确率高达86%[20]，后有Zhang, YP等人通过使用融合分类器将深度学习模型分数、心理文本特征、用户信息结合后研究其与抑郁信号的关系，他们的融合模型在446人的测试集上有78.9%的正确率[24]。使用生成式人工智能判断自杀倾向，压力，舆论等同样可行。

(2) 基于语音特征进行对语言情感的判断同样可行，Starlet Ben Alex等人提出了一种基于深度学习的系统AER（自动情绪识别系统），这是一种通过对话语水平和音节水平提取韵律来进行情感判断的可行系统[25]。

(3) 受益于生成式人工智能及深度学习网络，对图像和视频中的面部表情进行识别并判断情感也变得可行Qiuyu Li等人通过使用用于检测面部特征的深度多任务卷积网络和用于估计微表情光流特征的融合深度卷积网络的识别算法并利用支持向量机对精细后光流特征进行分类，实现了对微表情的自动识别[26]。

(4) 生成式人工智能的相关算法也在心理学领域的分类应用方面起到了大的作用，例如通过决策树来理解不同心理学变量之间的关系，进而实现根据特征预测个体的心理状态或疾病评估[27]。利用支持向量机来提高将个体分为不同心理状态或疾病类别的准确性[25][28]，利用机器学习算法来优化对自杀现象的分析[29]，利用神经网络进行图像识别、情感分析、语义理解等任务，进而对大规模的心理学数据进行分类。

### 4.2.2生成式人工智能作为助手协助人类进行生产

生成式人工智能基于本分类在心理学领域的应用包括：基于心理数据的健康干预系统、认知辅助、心理治疗等

(1) 基于深度学习的神经网络结构，GAI能够逐层地学习抽象的特征表示，在心理学中的临床方面可以对生理信号或医学影像图片进行理解处理，Xiao-Wei Wang等人实现了使用机器学习方法从脑电图数据中对情绪状态进行分类的研究[30]，通过分析对应的情绪状态可以更好为心理学临床提供帮助。

(2) 利用生成式人工智能的强大生成能力和其中的算法可以结合其他心理数据的分析结果结合个体言行举止提供合适的支持、决策和建议[31]，为心理医生提供参考意见。

(3) 通过利用AI聊天机器人使心理健康服务变得更加触手可及。Johanna Habicht等人开发的基于多个机器学习模型进行预测诊断的AI个性化自动聊天机器人Limbic Access[32]，该聊天机器人的提出不仅提高了现有的心理健康服务的可接触性和包容性，还为未来人工智能作用于心理学提供了实例，但该研究仅涵盖了英格兰地区的129400人的观察数据，若将该聊天机器人直接应用于其他地区可能会产生具有偏见的输出，后续针对如何设计更泛用的服务型聊天机器人还需要我们进一步对数据集广泛性和算法的泛化能力层面进行优化，进而实现普适性更强的聊天机器人。

### 4.2.3 生成式人工智能模拟特定个体、群体进行对话或模拟环境进行实验

生成式人工智能基于本分类在心理学领域的应用包括：认知过程模拟、情感模拟、行为模拟、群体动力学模拟、虚拟现实实验

(1) 情感模拟：构建情感模型使得模型拥有一定的情感理解能力，推进人机关系的进步并提供依照个性化情感进行反馈的服务，Yujie Li等人设计的AI-EmoCom将情感视作网络通信的一种媒介，并将该系统应用于无人驾驶和情感社交机器人领域并取得了显著的成果[34]。

(2) 行为模拟：利用算法模拟人类行为，研究人类在各种情境下的决策过程和行为模式，Joon Sung Park等人设计了可信的人类行为代理，并将这些人类行为的代理置于虚拟空间和社区中进而探究相关的心理学现象和社会学现象，未来可能将其应用于培训人们处理复杂的人际关系情境，测试社会科学理论等[33]通过利用生成式人工智能还可以进行利用人工智能模拟对话进而研究不同群体之间的影响关系[35]。

(3) 群体动力学模拟：作为工具在群体层面模拟信息传递、个体互动，研究群体行为和社会动态[36]生成式人工智能为研究人员提供了探究在不同的群体大小情况下个体或群体观点或行为的变化，通过观察这些模拟实验中发生的变化可以了解影响观点变化的因素和观点变化的过程。

(5) 虚拟现实实验：利用生成式人工智能模拟特定情境，观察参与者在模拟环境中的行为和心理，目前已经存在基于VR技术的心理健康干预系统，未来应该对如何提高模拟环境的真实性以及对个体是否符合的角度展开研究。

### 4.2.4生成式人工智能在心理学中可能带来的风险和问题

(1) 隐私安全问题：数据集来训练模型进而对心理学疾病进行判断或预测可能会涉及到侵犯他人隐私的问题，后续的研究者应尽力保证应用对象的隐私，也可以通过隐私保护学习来保障应用对象的隐私安全，避免个体信息被泄露。

(2) 模型的输出问题：由于训练数据可能存在偏差，生成式人工智能的输出在复杂的心理学领域存在误差和不确定性，甚至输出包含刻板印象、幻觉[37]、歧视或偏见[38]的观点，过度依赖GAI的输出结果可能会导致不准确的研究结果甚至损害研究的客观性和公平性，这些问题不仅仅体现在心理学的研究上，还体现在教育学上[39],未来的研究必须朝着如何识别并减轻以上输出问题的方向展开。

(3) 伦理问题：当使用生成式人工智能进行上述的模拟实验时不可避免的会出现伦理隐私问题，模拟特定个体的认知、情感和行为的实验可能会触及到特定个体的隐私伦理问题。上述的模拟过程应该在合格的管控下进行确保虚拟的对象并不会受到影响，并且需要独立的伦理审查机制确保研究和应用均符合道德标准。

(4) 法律责任：当心理学研究者或医疗人员将生成式人工智能作为绝对可信的参考时可能会出现知识上的偏差，可能会引起研究的学术性问题或医疗治疗上的问题，后续应完善对此类问题甚至案件的审判流程并加强学术类和医疗类的监管。

## 4.3生成式人工智能与新闻传播学

生成式人工智能的出现对新闻传播学产生了极大的影响，随着ChatGPT等生成式人工智能的推出，新闻工作者的工作效率大大提高，GAI对于信息数据的采集、整理、分析的强大能力简化了新闻专业工作者以及研究人员的工作流程，使得他们可以更专注于高质量内容的设计和细节方面的处理[40][41][45]。得益于GAI训练的庞大数据量，GAI也可以作为信息传播的媒介和用户进行网络访问的窗口通过人机交互的方式提高信息的传播效率，提高用户的宏观知觉。GAI的出现为新闻传播学带来了极大的便利，不仅提高了相关工作者的工作效率，还能够实现信息传播的多模态转化[42]，GAI的出现也使得人与人的传播关系开始向人于人工智能之间的传播关系[49]。但GAI在新闻传播学的应用也带来了问题和风险，由于GAI的特点，输出内容不可避免的产生虽然具体内容不同但实际输出观点完全相同的情况，如何避免由于GAI输出模式产生的信息齐一化，如何避免未来信息传播多样性的衰减，我们应在保证模型输出的安全性的前提下提高模型输出的多样性，进而避免由于GAI本身输出习惯而导致的信息传播齐一化。GAI的出现对传统以实践性，真实性为根本新闻传播的观念发起了挑战，GAI本身的输出有可能会产生包含偏见、歧视、毒性、虚假的信息[44][46][50][55]，在信息的多模态转化中还可能还会产生信息失真的问题，Newsguard在23年底利用AI Tracking Center标记发现了614个由AI生成的虚假新闻信息网站，这些网站扩散着有关政治、宗教、技术等方面的虚假信息[43]。接下来我们会对GAI在新闻传播学上的应用展开叙述，并对GAI在应用过程中产生的风险和问题进行叙述。

### 4.3.1生成式人工智能作为最根本的生产力工具

生成式人工智能基于本分类在新闻传播学领域的应用包括：基于GAI对数据的加工、基于GAI的新闻制作流程、基于GAI实现的个性化内容推送生成、基于GAI的新闻视觉化、多模态转换。

（1）基于GAI对数据的加工：基于GAI对自然语言的强大理解分析能力，我们可以利用GAI进行最基础的数据采集、整理、分析的任务，进而简化新闻传播制作层面的工作流程[40][41]，使得新闻传播相关从业者可以将更多的精力用于制作更有深度的报道[45]。

（2）基于GAI的新闻制作流程：通过利用GAI可以学习上下文的特性，我们可以利用NLG技术，将利用NLP分析的结果变成文字来实现基于事实的文本输出。GAI在学习上下文的过程中还可以进行意图推断并可以进行一定程度的创造，也就意味着我们可以利用GAI生成符合主题的新闻报道或信息，受益于GAI的强大能力，越来越多未经专业训练的人也可以产出高质量的新闻报道，这一影响不仅意味着新闻多样性的增加，也意味着传播权利的下沉。我们期待着未来的传播表达，内容创新中会有着更加平等的权利分配。

（3）基于GAI实现的个性化内容推送生成：GAI的算法可以对用户的偏好进行定义，进而实现更能满足个性化需求的内容推送，在信息传播的过程中，也可以提高对特定偏好群体的信息传播效率，通过不断学习用户的偏好来实现更精准，更符合用户喜好的信息推送。

（4）基于GAI的新闻视觉化、多模态转换：GAI的强大性能可以使得传播的媒介变得更加多元化，例如DALL.E3可以生成符合文本内容的图片，OpenAI的文生视频模型Sora以及特斯拉旗下用于增强FSD的文生视频模型都已经具备了生成极其真实并几乎符合物理规律的视频[60]，GAI可以将单一文本转化为图像、音频、视频等模态实现自动化的多模态转换[58][59]，让信息的传播变得更有听觉、视觉冲击，提高信息的传播效率，降低信息传播的成本[42]。如何提高转化后与原文本的一致性可能会成为未来科研工作的焦点。

### 4.3.2生成式人工智能作为助手协助人类进行生产

生成式人工智能基于本分类在新闻传播学领域的应用包括：人机交互、网络集成入口、识别虚假信息。

（1）人机交互：个体可以通过与GAI进行交互来提高自身的知识水平，提高工作效率。在新闻学方面，GAI已经改变了传统的新闻生产流程[45]，GAI替代了原本由人进行的数据分析，内容提炼甚至是写作的流程。GAI作为拥有海量知识的中介已经开始改变传播关系[49]，它会以对话的形式持续的为对话个体提供超出个体认知范围的内容，并协助个体进行生产工作，未来的操作能力和硬知识教育的重要性可能会随着GAI的发展而降低，如何提高人机交互的效率、如何提高人机之间的价值观对齐程度会成为未来的一大挑战。

（2）网络集成入口：现有的ChatGPT已经可以提供信息检索、创意生成、情感对话等服务于一体的支持，例如在Chatgpt，Llama等GAI中进行临床决策的搜索，这种方式的检索结果比传统搜索引擎更清晰，更有效果[54]。在界面设计上，不同于其他网站复杂的访问界面，ChatGPT的访问界面十分简单，用户按照需求进行检索时不需要访问多个不同的网站，Microsoft于2023年也推出一种与Microsoft bing搜索引擎相集成的AI聊天机器人bing chat收获了许多积极的评价[52][53]，如何创造一个集成更多功能以至于覆盖用户生活需求的人工智能可能会成为服务人工智能的一大难题，未来生成式人工智能会在突破临界点后变为迄今为止最大的访问媒介。

（3）识别虚假信息：随着生成式人工智能的快速发展，利用GAI生成虚假评论进而实现对特定目的的诱导[56]、生成虚假新闻扩散特定信息的事件也层出不穷，GAI可以通过特定的强化训练来增强其对虚假信息的识别能力，可以通过对语言模式、情绪、用户反馈等方面的分析实现对虚假信息的识别和判断。

### 4.3.3 生成式人工智能模拟特定个体、群体进行对话或模拟环境进行实验

生成式人工智能基于本分类在新闻传播学领域的应用包括：利用GAI模拟场景或对话进而了解传播过程、利用GAI模拟特定内容实现新型传播形式。

（1）利用GAI模拟场景或对话进而了解传播过程：利用生成式人工智能模型，可以模拟特定场景和平台上的用户对特定事件或话题的对话[33]，这有助于了解舆论动向、情感倾向以及信息传播的模式，可以构建传播模型，进而预测在不同条件下的传播效果，为公关、营销和政府的传播决策提供参考。

### 4.3.4生成式人工智能在新闻传播学中可能带来的问题和风险

（1）输出问题：受数据集、算法、监督规则等的影响，GAI输出的内容可能会包含偏见、歧视、毒性、虚假的信息[46][50][55]，当问题过于繁杂或有轻微扰动时GAI的输出也会受到影响，将GAI的输出内容直接进行传播可能会产生恶劣的影响，针对输出问题，我们应从优化数据集质量，将数据集预先进行筛查并尽可能的避免由于案例数量带来的偏见、或进行外挂额外的联网检索（FLARE）[51]，设计合理的通用监督规则、考虑使用对抗性训练提升模型的鲁棒性并且在GAI产生输出时保证有据可循。

（2）信息失真：在进行信息的多模态转换时，信息会发生损耗，进而影响人们对复杂传播信息的理解，例如对复杂新闻信息生成封面时，GAI可能无法输出包含合适内容的封面发生信息失真。在民族文化传播的模态转化过程中会产生类似的问题，例如在测试多模态转化的过程中，研究者发现将文字转化为图像时会大规模的放大人口的刻板印象。如何提升多模态转化的精度和契合度会成为未来针对信息失真方面的研究的方向。

（3）传播影响：生成式人工智能如今已经有了极大的影响力，GAI的表达会潜移默化的影响社会认知，在用户进行访问时持续的对话会体现GAI基于数据集的认知，并在对话过程中持续影响用户的认知。这种影响的效果远超以外的传播效果，我们必须重视生成式人工智能潜移默化中对我们认知的影响效果，并考虑随着GAI作用于我们的时间越来越长其影响效果会发生怎样的变化,为了控制人工智能带来的危害，欧洲《数字服务法》草案中已经提出应在大型在线平台对高风险的人工智能施行监管[48]。

（4）虚假内容的生成：随着GAI的快速发展，GAI的强大生成能力被用于虚假信息、新闻的生成，23年底Newsguard发现自23年4月以来AI生成的虚假新闻网站数量已经增加到了1100%以上，从49个增加到614个，这些网站通过广告投放获利[57]，由于这些AI经营网站的构建以及内容的发布完全没有人为的监督和审查，这些网站中充斥中包含政治、宗教、死亡信息等敏感的虚假信息[43]。美国著名科技网站CNET也被爆料在一个月内刊出了77篇由人工智能生成的文章，这些文章中还出现了一些事实性错误。如何自动化的识别这些虚假网站、虚假信息会成为虚假信息识别的一大难题，这些仅由AI制造的网站推出效率是非常快的，自动化识别监管虚假信息将成为未来可能的研究方向。

（5）对新闻传播观念的挑战：GAI的出现重塑了新闻的生产流程，大部分流程如数据分析、提炼主要内容、寻找创新点等都可以由GAI协助完成，当注重对现实进行人工分析的新闻学的研究流程发生变化时，这些变化是否会对新闻学专业的基础产生影响？是否会对专业从业者的观念产生影响？GAI的出现不仅影响了学科的基础和观念[47]，未来对优秀记者的定位可能也会发生变化，将会由数据的采集者和阐释者转变为数据的管理者和分析者，新闻传播学未来可能会需要更多具有强大的数据处理分析能力的人才。

## 4.4 生成式人工智能与教育学

## 4.5生成式人工智能与经济学

生成式人工智能的出现使得经济学家进行微观任务的自动化变得可能，经济学家们可以通过利用生成式人工智能对文本、背景的理解能力以及其强大的数据分析、模型构建、自动编程能力对他们的工作流程进行优化，生成式人工智能的出现使得自动化智能时代的出现提供了可能[61]实现生产率的提升[62][73]。生成式人工智能的出现对劳动力市场也产生了极大的冲击[63]，除了一些户外体力劳动的工作目前无法被人工智能进行自动化取代，大部分基础工作都面临着一定程度被GAI自动化取代的风险，并且研究发现高绩效的工作人员受到GAI建议的影响高于低绩效的工作人员[64]。通过对美国职业工作的调查，一些学者发现行法律、证券等方向的职业有着很高的被AI自动化取代的风险[65]，这种风险的出现提高了劳动生产率的潜力，同时被AI解放的生产力部分可以通入新兴或更需要创造力的生产活动中，未来可能并非是AI取代人类的工作，而是会演变为AI对人类的工作进行辅助和补充，这一人机关系模式可以大大的提高全球的生产力，AI的强大潜力可能在最终达到使得全球的年GDP增长7%的增长结果。尽管生成式人工智能可以在经济学领域带来如此之大的影响，我们仍不能忽视其在输出上的幻觉、毒性、偏见问题，在与用户交互中的隐私安全问题。

### 4.5.1生成式人工智能作为最根本的生产力工具

（1）利用GAI的信息处理能力：基于生成式人工智能强大的自然语言处理以及机器学习、深度学习等技术，GAI可以利用NLP技术处理和理解大量经济学文本数据，利用机器学习算法对大量的经济数据进行分析、建模，还可以利用回归分析、分类算法等技术来进行市场分析。

（2）利用GAI进行异常检测：利用GAI自动化数据分析处理可以实现对数据流的动态侦测，当数据分析结果出现低效或异常时，不同于耗时耗力的人工检测，GAI可以第一时间发出警报[69]。利用GAI进行异常检测不仅仅节约了人力方面的资源，还最大限度减少了由于异常未被发现而产生的负面影响。

（3）利用GAI来实现针对用户的个性化：利用GAI学习用户行为，分析其偏好数据，将用户根据特点进行分类，提供更具个性化的服务以及产品推送[71]，进而提高客户的满意度[72]，更符合客户的产品推送和服务不仅减少广告资源的浪费，也会提高商品的销量、企业的口碑。

### 4.5.2生成式人工智能作为助手协助人类进行生产

（1）进行经济学层面的预测：利用机器学习算法分析历史数据（包括市场数据，媒体信息等）预测不同经济政策变化对市场的走势的影响[74]，为政策制定者提供模拟实验平台，为消费者、投资者、经济学家提供基于数据的建议和决策方面的辅助。

（2）利用GAI提升工作效率：根据3.5.1.1中的利用GAI进行信息处理、利用GAI进行异常检测，将GAI用于这些基础的工作可以提高工作的效率和质量，例如使用Chat-bot来辅助客服等涉及语言交涉的职业来提高工作效率。GAI的出现实现了将工作流程进行拆解和优化，使得人可以将更多的注意力放在更需要创造力的工作上，进而避免了注意力被基础任务所消耗而带来低质工作结果。

### 4.5.3生成式人工智能模拟特定个体、群体进行对话或模拟环境进行实验

（1）模拟经济场景：根据不同的偏好和场景来进行调整模拟的内容，实现更廉价、更高效的进行实验，LLM的出现使得经济学家可以便利地建立很多经济模型，这些模型并不是为了完全映射到现实，而是为了帮助我们更好的思考，LLM的建模能力为未来的经济学研究提供了丰富的思路和方法[66]。

（2）模拟经济学家：基于经济模拟环境，模拟经济学家进行决策。Korinek等人提出了一种两级的深度强化学习方法来学习动态税收政策，模拟的角色可以对模拟环境进行学习和适应，最后模拟的税收结果与经济理论相吻合，并且模拟的税收政策在人类参与者上进行实验也有着不错的效果[68]。这种模拟决策的结果为人类社会经济政策的制定提供了学习和参考的内容，未来可以通过对经济数据的完善来提高模拟经济行为的准确度并扩大经济模拟的范围。

### 4.5.4 生成式人工智能在经济学可能带来的问题和风险

（1）对劳动力市场的冲击：生成式人工智能的出现对劳动力市场产生了极大的影响[67]，研究发现约80%的美国劳动力可能会受到生成式人工智能发展的影响，约有19%的工人的至少50%工作内容会收到生成式人工智能的影响，高收入工作可能会受到更大的影响[70]，未来的生成式人工智能巍峨劳动力市场带来的压力可能会提高劳动力的平均水平，GAI不会完全的取代人的劳动，如何构筑更好的人机关系将成为未来的一大课题。

（2）解释性和透明度：在利用GAI进行政策模拟和进行经济学理论的模拟实验中，理解GAI输出的背后原理不仅有助于评估政策和理论模拟的准确性和可靠性，也有助于建立人对GAI的信任，并且为监管机构提供了模型的评估路径，使得模型的可靠性和公正性变得更透明、公开。

（3）隐私安全问题：更多的数据意味着更少的隐私[74]，由于GAI的输入-输出模式，GAI中可能存储着大量的数据和信息，一旦发生数据泄露就可能会导致经济模型泄密、研究成果窃取等问题。

（4）输出问题：GAI在经济学中仍然存在输出问题，主要包括输出的准确性、一致性等问题GAI在数据处理分析的过程中无法保证完全正确的输出，这些问题涉及到训练数据、算法、模型、过度泛化的问题，为了缓解GAI的输出问题，未来的模型训练应采用更高质量和多样化的训练数据，优化调整算法和模型，定期的对模型进行评估和测试，并且在用户层面优化人机交互的模式。

（5）伦理问题：GAI的不稳定输出可能会产生一些伦理问题，例如Air Canada使用的Chat-bot在回答客户问题时产生了错误，输出了违背航空公司政策的问题解决方案，最终导致了涉及GAI责任的纠纷[75]。这是一个涉及技术、责任、透明度的伦理问题，不仅是针对Air Canada，在商用GAI出现问题时，应如何应对GAI产生错误的责任，我们未来需要更细致化的GAI责任分配规定，未来的商用GAI应在使用前验证其可靠性，避免在使用过程中产生一些包含错误、歧视的信息。

## 4.6生成式人工智能与管理学

在本部分中我们着重讨论管理学中的商业管理学，在商业管理学中的应用可以更好的体现GAI的强大能力，GAI在商业管理学中的应用同样可以类比到其他管理学的方面中（例如：公共管理、教育管理、供应链管理、商业管理、信息系统管理等）。

生成式人工智能在商业管理中的广泛应用已经改变了许多领域，包括但不限于客户服务、数据分析、市场营销等内容。我们可以通过利用生成式人工智能来实现对供应链管理和物流中一些基础任务的自动化，使得员工可以专注于战略规划和创新方面的内容，进而提高工作效率和行业竞争力[76][77]。GAI的出现改变了商业中企业与用户之间的关系[78]，GAI的出现使得针对用户的服务更具个性化，并且GAI可以对用户进行基于不同标准的分类，使得针对分类商品的推送效果更好，GAI也可以及时反馈与用户交互中产生的问题以及用户的反馈，有研究表明引入GAI的服务系统可以提高用户的满意度[71][79]。生成式人工智能的出现简化了管理学方面文档的编写以及数据的分析统计，并且可以在大量的数据分析结果之下可以辅助一定决策的进行。GAI的出现同样简化了人力资源管理、项目管理、知识管理、公共管理、教育管理等管理学领域中的流程。这些应用方面大大提高管理效率和效果。但有利就一定有弊，我们无法忽视GAI在管理学应用中带来的数据隐私、偏见以及应用过程是否合乎伦理规范等问题。

### 4.6.1生成式人工智能作为最根本的生产力工具

（1）与用户进行实时的交互：生成式人工智能的出现使得企业可以实时的与用户进行交互，在以往的交互模式中，实现大规模的实时交互是一件很耗费人力资源的事情，但GAI的出现实现了一定程度的生产力解放，并且可以在第一时间对用户产生合理的反馈[80]，及时的反馈可以提高用户的满意度[81]，并且基于GAI强大的数据分析理解能力，GAI可以实现针对用户的个性化服务设计，结合GAI高度流畅的文字输出，可以大大提高对客户的服务效果[82]。未来可以将更高精度的共情模块引入到与用户进行交互的模型中，共情能力的提高可以提高客户的粘性以及客户的忠实度。

（2）基于GAI的强大数据分析能力和在管理学方面的理解能力[83]，GAI可以用于管理学报告、决策文件、政策文件等管理文档的编写，我们也可以使用GAI处理生成一些需要由大量数据总结而成的报告，GAI可以同时处理各种复杂的数据并可以从数据中分析出市场趋势。

### 4.6.2生成式人工智能作为助手协助人类进行生产

（1）协助基础的内容管理：GAI可以协助进行项目管理、知识管理、公共管理、教育管理等内容。项目管理方面：GAI可以协助项目进行针对时间、任务的管理分配，还可以实时跟踪项目的进度，推进项目的效率。知识管理方面：GAI可以作为一个由数据集整合而成的数据库，不仅可以实现大量信息的存储，还可以实现高效的信息检索，将模型接入团队即可以提高团队协作的效率并提高团队成员的知识水平。

（2）协助进行人力资源管理（HRM）：GAI的出现简化了传统的招聘流程，Jinbo Zhou等人阐述了一种基于Chatgpt的数字化人力资源管理平台，该平台可以使用GAI来针对需求岗位生成精确的职位描述并进行自动筛选，这个平台还可以通过利用Chatgpt来实时与求职者进行对话[84]。GAI可以通过自动筛选能力对应聘人的建立进行第一阶段的评估和筛选,GAI对HRM的改变还体现在包括员工关系，绩效管理等方面[85]。

### 4.6.3生成式人工智能模拟特定个体、群体进行对话或模拟环境进行实验

（1）通过模拟实现策略的制定：生成式人工智能可以通过模拟不同的业务场景和结果来辅助管理层进行评估潜在的风险和可能的方案，协助管理层进行管理策略的制定，进而实现对人力、财力、物力等因素的高效利用最终实现生产力的提升[68]。

### 4.6.4生成式人工智能在管理中可能带来的问题和风险

（1）数据隐私问题：GAI的训练需要大量的数据，这些数据包括知识、用户数据、员工数据等内容，内容中又可能包括一些敏感信息，这些内容的获取过程不一定完全合规，数据的爬取过程涉及到数据隐私的侵犯问题，这些问题会引发用户和员工对数据隐私的担忧，未来应从提高模型训练的透明性和提高对数据获取的监管方面来解决侵犯数据隐私的问题。

（2）缺乏管理学的细节知识：管理学涉及到许多领域，不同的领域有着不同专业知识内容，即使GAI有着强大的理解能力可以在zero-shot的情况下实现接近的文本输出，但其输出的内容可能难以为用户提供准确的信息，在需要专业知识的任务环境中GAI可能会输出错误，这些错误可能源于专业知识的匮乏、难以处理复杂的情景、无法完全实现与人类价值观对齐等问题。

（3）针对用户交互产生的问题：GAI的输出具有不确定性，即使GAI的引入大大提高了企业与用户之间的交互效率，但GAI的输出依旧可能会含有毒性、偏见、幻觉、伦理等方面的问题，当出现这些问题时我们该如何判责,由于输出问题产生的经济损失和名誉损害该如何认定,这些问题都需要我们进一步去思考。我们也在此呼吁企业应该构建更负责任的人工智能，这不仅是保护用户的权益，也是保护企业的名誉和利益。

## 4.7生成式人工智能与政治学

生成式人工智能一经问世即对政治学领域产生了深远影响。其强大的文本分析能力使政府公务人员能够显著提高工作效率，助力各政府部门的工作；而模型的分类能力使生成式人工智能具备推测人类政治态度的潜力，从而提升政治信息传播的精确性和效率。在政治学研究中，生成式人工智能也具有巨大潜力。研究人员可以利用语言模型对文本进行分析，从而检测可能引发政治问题的网络仇恨言论，预防许多潜在政治问题的发生；此外，生成式人工智能还能模拟不同政治立场的个体进行问答，帮助研究者了解不同政治立场下个体可能的思维模式和行为模式。然而，我们也必须审慎对待可能出现的风险和挑战。与其他领域相比，生成式人工智能在政治学领域中的偏见问题可能带来更为严重的影响，未来研究者必须正视这一重要议题，使生成式人工智能更广泛更包容更民主地应用于政治学领域。

### 4.7.1生成式人工智能作为最根本的生产力工具

生成式人工智能基于本分类在政治学领域的应用包括：仇恨言论检测与解释，政治文本分析和生成，政治广告微定位等。

（1）仇恨言论检测与解释：网络仇恨言论是政治问题的重要原因之一，即使对于人类来说，仇恨言论的分类与解释也因为较低的一致性而成为一项困难的任务。Fan Huang等人研究了ChatGPT在对仇恨言论的检测和分类以及为隐性仇恨言论生成解释两个方面的表现，发现ChatGPT 正确识别了 80% 的隐含仇恨推文；且ChatGPT 生成的解释可以增强人类的感知，它们往往被认为比人类编写的解释更清晰[86]。

（2）政治文本分析和生成：对政治文本的分析和促进政策透明度，问责制直接相关，正确的分析才能保障公民的知情权。Alejandro等人利用多种大型语言模型对对公共事务文档进行了主题分类，结果表明各模型均有较好的分类效果，使用生成式人工智能的自然语言处理功能来加强对公共文件的分析是可取的。[87]而欧盟理事会则关注到了生成式人工智能在识别复杂公共行政文件（如法律合同）时能够高效提取出关键信息，从而减少公务员审查这些文件的时间，使他们能专注于更复杂，更有创新性的工作[88]。

（3）政治广告的微观定位：微观定位式的广告能够根据个人性格特征进行有针对性的信息制作和投放。Almog等人2023年的实验证明了大语言模型能够通过网络评论较为精准地检测用户的个性偏好，推测他们的政治态度，并将政治广告文本也进行相应的分类进行精准投放，这显著地提升了政治广告的说服力与用户对信息的接受度[89]他们在2024年的研究中使用ChatGPT自动化整个过程，进一步提升了其有效性和可扩展性[90]。

### 4.7.2 生成式人工智能作为助手协助人类进行生产

生成式人工智能基于本分类在政治学领域的应用包括：协助政府公务员工作，辅助进行政治文本分析，

（1）Jonathan等人发现政府公务员每天有大量时间花费在官僚主义事务上（如记录信息和其他基本行政任务），而通过对使用生成式人工智能的英国公务员的采访他们发现，生成式人工智能能够高效协助公务员完成简单的官僚主义工作，将时间分配到更有价值的公共服务上[91]。

（2）Fedspeak（用于描述技术语言的术语）通常带有模糊性和不确定性，以避免对社会产生不必要的冲击，是自然语言中难以理解的一类词汇。Anne等人实证评估了GPT模型破译Fedspeak的能力，得出了GPT模型具有一定对Fedspeak的分类能力，能够作为一种非常有价值的工具协助政府评估员的工作[92]。

### 4.7.3生成式人工智能模拟特定个体、群体进行对话或模拟环境进行实验

（1）模拟不同政治立场的人类：Fabio等人在研究大语言模型的政治偏见时提出了一种新颖的实证设计，他们要求ChatGPT模拟特定政治阵营的代表人物进行问答，并将这些回答与其在默认条件下的答案进行比较，以此判断ChatGPT是否具有政治偏见，研究发现ChatGPT 对美国民主党、巴西卢拉和英国工党表现出重大和系统性的政治偏见的同时，也证明了ChatGPT拥有模拟不同政治立场的人类的能力[93]。

### 4.7.4生成式人工智能在政治学中可能带来的问题和风险

（1）与人工智能接触导致民粹主义：Siegfried通过严密的论证发现接触人工智能的个体容易对自己的社会地位预期下降并产生焦虑，因此将导向民粹主义与极右政党，并设计实验让三组参与者分别试用ChatGPT，观看有关ChatGPT的信息视频和作为对照组，最后对三组成员分别提问以观测他们在实验后是否更加偏向了民粹主义，结果证明了它他的观点[94]。

（2）偏见问题：人工智能的偏见问题在政治学领域同样有所体现，这样的偏见由数据与算法两方面共同导致。如Broockman 等人发现，如果人工智能职位的招聘算法仅根据来自硅谷的招聘数据进行训练，因为激进左派和保守派人士在该领域的代表性往往不足，得到的模型就会对相应人群产生政治偏见[95]。Li等人研究在招聘决策中使用的各模型发现，这些算法根据过去候选人的简历（分为“合格候选人”和“不合格候选人”两类）作为训练数据，从中提取“合格候选人”的简历特征，并用于识别新的申请者是否属于“合格候选人”，然而算法将简历中与资格无关的因素也加入了训练（如性别，种族身份和政治倾向等），形成的模型会根据这些无关因素不平等地对待不同的群体[96]。

# 5 Risks and problems associated with the application of generative AI

## 5.1 Problem

### 5.1.1输出内容问题

（1）真实性和可信度的问题：GAI生成的内容虽然已经可以达到难以区分的程度，虽然这种拟真度的输出在许多领域都有着很大的潜力，但同时也带来了真实性问题，在绘画创作，新闻报道领域已经出现了许多deepfake内容，这些内容的泛滥对传统的艺术概念产生了巨大的冲击，也破坏了新闻报道的真实性，损害了公众对媒体的信任。为了解决这些问题，我们应开发更精细的技术来检测AI生成的内容并进行标记，帮助公众区分人类创作和AI生成的作品，同时也要出台相关的法律内容来打击deepfake的生成行为。

（2）内容包含偏见、歧视、幻觉、毒性、虚假信息等内容的问题，由于用于训练的历史数据不足以公平地代表所有人口，导致模型在输出时可能会输出具有偏见以及歧视的内容，例如亚马逊使用的人工智能招聘工具在训练过程中的训练数据60%为男性导致该工具的判断结果具有偏见，亚马逊在一年后便停止使用了该招聘工具。未来研究者应侧重于建立有道德和责任感的人工智能，未来的研究者可以通过提高训练数据的质量作为切入点。

（3）输出违反伦理道德内容的治理问题：由于数据集、算法、模型特点等问题，GAI可能会生成一些含有歧视、偏见、暴力血腥、色情等可能对社会价值观和道德标准产生冲击的内容，并且GAI可能会在训练的过程中放大偏见，导致其输出的内容有着不平等的针对性，未来应着重于构建在伦理道德方面负责任的人工智能。

### 5.1.2技术责任问题

（1）解释性和透明度问题：在涉及复杂算法或大量数据的处理过程中，我们无从得知GAI的决策过程，当决策过程无法得知时，决策的结果就会失去可信性。当发生由于GAI决策错误而产生不良后果时，由于不清楚决策的产生过程，责任的归属就会变得十分模糊，例如一个以GAI为基础的医疗诊断决策系统给出错误建议后患者接受了不适合的药物治疗，这个问题是应该归咎于使用GAI的医生，还是GAI的开发者，又或是数据集的数据源呢。提高模型的解释性和透明度不仅可以更好的帮助我们理解AI的决策过程，还可以提高AI系统的可信度。

### 5.1.3对经济和社会的影响

（1）GAI对传统劳动力市场的冲击：GAI的出现使得一些重复性的基础工作出现了被取代的风险，这种风险可能会导致某些职业的就业机会减少。GAI的出现同时重塑了许多行业的工作流程以及一些企业的运作方式，GAI的出现使得一些工作流程的拆解和自动化变得可能。未来的工作可能需要更强的AI工具使用能力，如何构建更好更高效的人机交互模式也是一大长久的课题。

（2）GAI引起的资源分配不均问题：受限于现实中的许多因素，并非所有群体都有平等的权利使用GAI，这个现象会导致不同群体在使用GAI上的机会、权力不平等的现象随着时间的推移而不断加剧。GAI可能会加剧未来社会的经济差异，拥有AI技术的企业或个人可能会在潮流中获得巨大的经济利益，而无相关知识的群体可能会落后。GAI的出现同样对网络内容的多样性发出了挑战，使用GAI可以轻易的生成大量的文本内容，这些文本内容的意识风格十分相似，若未来GAI的文本生成量于互联网上的占比持续高速增长，则会淹没许多群体的声音，导致信息的传播权利失衡。

## 5.2 Governance

### 5.2.1 GAI的伦理道德及责任问题

（1）GAI所面临的伦理和道德问题：由于GAI本身并不具有自由意识，所以该如何判断GAI所产生的伦理道德问题会成为急切需要被解决的问题，例如在自动驾驶的情况下由于GAI进行的自主决策而引发的事故该如何进行正确的判罚，如何划分GAI的权力边界以及如何将道德责任施加于GAI，这些问题都需要通过提出同时符合GAI的身份和社会要求的伦理道德判断标准来解决。

（2）道德法律责任分配问题：生成式人工智能的内容生成能力可能设计现有的版权法律的争议问题，由于GAI的生成能力源于数据集中大量的样例，GAI的生成实际也只是按照样例将数据集中的内容进行融合后输出，所以GAI的输出到底属不属于创新是我们未来需要讨论的问题之一，若无法解决该问题，GAI将对创造业行业产生不小的打击。

（3）隐私安全问题：由于GAI的训练基于大量的数据，在这些训练的数据中可能包含一些敏感的信息，GAI的学习模式可能在无意之中实现了侵犯他人隐私的行为，这些被学习的数据有着被泄露和滥用的风险，未来应该增强对模型训练数据的审查，避免由学习数据集引起的隐私泄露，在交互式更新的模型中应使用隐私保护学习来维护使用者的信息隐私安全。

（4）GAI的安全性问题：由于GAI通过对话的工作方式，使得通过GAI监视用户变的可能，在美国大选期间，候选人特朗普就利用GAI对选举信息以及民意反馈进行了趋势分析。由GAI生成的Deepfake内容也体现了GAI不安全的一面，虽然大部分Deepfake仅应用于色情内容，但Deepfake应用于政治或宗教相关情况也屡见不鲜，这种情况带来的负面影响极其严重。通过一些手段干扰GAI输出使其产生危险内容也威胁着模型生成的安全性。后续针对GAI的安全性，我们应从提高透明度、提高对Deepfake的识别能力监管强度、提高模型的鲁棒性、提高通过GAI的信息的隐私性等角度进行研究。

（5）GAI的军事化用：GAI的强大能力若用于军事化研究将会带来极大的灾难，LAWS（致命性自主武器）作为军事武器中的一种，随着人工智能的发展，LAWS也成为了军备竞赛中的焦点，为了警告世人人工智能军备竞赛对世界的威胁，马斯克、霍金等数千名AI、机器人专家在IJCAI大会上联名签署了公开信。

### 5.2.2 GAI的对齐问题

（1）GAI价值观的对齐：目前的一些主流模型已经可以从其输出中体现其的价值观倾向，但仍未达到完全对齐的阶段。我们应明确对齐的目标，对齐的方面包括指令遵从、理解人类意图、理解人类偏好、理解价值等角度，但价值观并不是一成不变的，如何实现动态对齐也是未来的一大挑战。对齐程度高的模型可以输出与指令和价值观一致的内容，在评估过程中出现偏差的模型或是出现对齐错位的模型可能会无意中导致一些意料之外的问题，在生成的角度会产生毒性、幻觉、偏见、歧视等内容，对齐后的模型仍然可能会被攻击，为了对抗这些可能的攻击手段需要我们提高对隐私安全保护的意识，提高模型的鲁棒性，并且加强对模型设计者的监管。现有的对齐方法有：强化学习类对齐、插入式对齐、微调式对齐、上下文学习类对齐（添加样例、设计prompt）等主流对齐方法。

为了提高模型的对齐程度我们应从明确对齐目标、提高对齐方法的效果、提高模型可解释性、加强对模型监管、定期对模型进行偏见和价值观评估等方面进行。

（2）GAI的价值观对人可能产生的负面影响：由于GAI的训练是基于数据集的训练模式，数据集中的意识以及开发者的偏好会在模型的输出中被放大，进而可能会在输出中输出偏激、错误的内容，GAI的强大影响力会在潜移默化中影响使用者的价值观和文化观念，这种重塑的过程可能会提高使用者的知识水平，也可能会被错误的观念所诱导进而形成不正确的价值观，我们应呼吁公众保留自身的决策权，降低对GAI的依赖性，不盲目相信GAI的建议或输出内容，养成批判性对待GAI的习惯。GAI的出现提升了一部分人的知识上限，但其强大能力也导致完成任务所收获的成就感下降。

# 6.Conclusion

在本文中，我们结合了最前沿的生成式人工智能与社会科学交叉领域的研究。我们将生成式人工智能依据其在社会科学中应用层面的身份进行了分类，包括“生成式人工智能作为最根本的生产力工具”，“生成式人工智能作为助手协助人类进行生产”，“生成式人工智能模拟特定个体、群体进行对话或模拟环境进行实验”，我们的分类方式强调了将生成式人工智能作为工具的人机关系，我们始终认为，人工智能的出现并不是为了取代劳动力甚至取代人类，它的出现是为了让人成为更好的人。生成式人工智能已经在社会学、心理学、新闻传播学、教育学、经济学、管理学、政治学等多个学科中展现了巨大的应用潜力，其强大的模拟实验能力也为社会科学的研究提供了一种新型的低门槛的高效方法。

生成式人工智能越是被广泛的应用于我们的生活，我们越需要注意其发展所带来的一系列挑战和风险，我们将风险分类为“Problem”和“Governance”两类，这两种分类分别强调了由于模型算法等技术缺陷所带来的问题和由于人工智能在社会或道德伦理层面治理规范不完善所带来的问题，从对隐私安全的问题、偏见歧视等输出的问题、对劳动力市场可能存在的冲击问题、知识不平权的加剧问题、再到道德伦理和责任归属的问题，我们应积极对待处理这些风险。随着生成式人工智能技术的进步，其影响力和应用范围将不断扩大，我们必须确保人工智能与人类在价值观和伦理层面的标准相一致，避免由于对齐偏差所带来的严重后果。
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